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National 
Leadership in 
AI Training

“There is no better place to see 
the promise and the peril of 
generative artificial intelligence 
playing out than in academia. 
And there’s no better place to see 
how academia is handling the 
explosion in ChatGPT and its ilk 
than at Ole Miss” 

-Molly Roberts Washington Post

AI is forcing teachers to 
confront an existential 
question

https://www.washingtonpost.com/opinions/2023/12/12/ai-chatgpt-universities-learning/
https://www.washingtonpost.com/opinions/2023/12/12/ai-chatgpt-universities-learning/
https://www.washingtonpost.com/opinions/2023/12/12/ai-chatgpt-universities-learning/


How AI is Being 
Used in Local 
Governments

• ‘AI’ isn’t just one tool or 
process

• Generative AI

• Predictive AI

• The more complex the usage 
the more challenges appear

A New Approach to Helping Local Governments Navigate Generative AI

https://www.urban.org/urban-wire/new-approach-helping-local-governments-navigate-generative-ai


AI Agents

• ChatGPT now has an Agent, an 
AI system that can reason, plan, 
and execute tasks autonomously. 
The agent operates on its own 
virtual computer, preserving 
context across multiple tool uses 
and allowing fluid transitions 
between reasoning and action.

• Here’s an example from Mini-
Max a Chinese rival to OpenAI 
creating a course on AI agents

https://agent.minimax.io/share/296734115819662
https://agent.minimax.io/share/296734115819662
https://agent.minimax.io/share/296734115819662


Computer Vision 
rpO4JBAPfX92k4el (2).mp4

https://x.com/emollick/status/1853255574843982241
http://drive.google.com/file/d/1dx1k_IqzB5YtVZvl0hiYMblJ74d3Q_MO/view


AI is Impressive until 
it Fails

● Complex AI systems suffer from 
errors, including hallucinations, 
incorrect data, and good ole’ fashion 
human errors.



Adversarial 
Techniques  

● People are also using simple tricks 
to get past AI systems

From the New York Times Scammers 
Could Cheat New York’s New 
Congestion Pricing Tolls

https://www.nytimes.com/2025/01/05/nyregion/nyc-congestion-pricing-ghost-cars-scams.html
https://www.nytimes.com/2025/01/05/nyregion/nyc-congestion-pricing-ghost-cars-scams.html
https://www.nytimes.com/2025/01/05/nyregion/nyc-congestion-pricing-ghost-cars-scams.html


AI is Creating Challenges in Hiring

https://www.nytimes.com/2025/10/07/business/ai-chatbot-prompts-resumes.html


Government 
Workers are 
Interested in AI

• From Deloitte’s Scaling 
gen AI in US state and 
local governments: 
Opportunities, challenges, 
and the path to achieving 
large-scale value

https://www.deloitte.com/us/en/insights/industry/government-public-sector-services/use-of-ai-in-government.html
https://www.deloitte.com/us/en/insights/industry/government-public-sector-services/use-of-ai-in-government.html
https://www.deloitte.com/us/en/insights/industry/government-public-sector-services/use-of-ai-in-government.html
https://www.deloitte.com/us/en/insights/industry/government-public-sector-services/use-of-ai-in-government.html
https://www.deloitte.com/us/en/insights/industry/government-public-sector-services/use-of-ai-in-government.html
https://www.deloitte.com/us/en/insights/industry/government-public-sector-services/use-of-ai-in-government.html
https://www.deloitte.com/us/en/insights/industry/government-public-sector-services/use-of-ai-in-government.html
https://www.deloitte.com/us/en/insights/industry/government-public-sector-services/use-of-ai-in-government.html


Goals for 
Today

● Overview of the current AI 

landscape

● Demystifying generative AI

● Begin thinking about AI 

governance at your agency

● Review the SECURE 

framework for ethical 

engagement with AI

● Explore different AI tools and 

use cases

Beckett LeClair / https://betterimagesofai.org / 

https://creativecommons.org/licenses/by/4.0/



How We’ll Frame Our Discussion

Critical AI Literacy:

focuses on understanding and analyzing
AI systems

• How the technology works under the hood

• Broader societal implications and 
consequences 

• Critical evaluation of AI's impact

"I understand what this technology is, how it 
works, and what it means for society"

AI Fluency:
focuses on practical, responsible 
use:

• Actually using AI tools effectively 
and appropriately

• Understanding your role and 
responsibilities as a user

• Safe and accountable 
implementation

"I can use this technology 
responsibly and effectively in my 
work"

We will need people who can both think critically about AI and use AI 

responsibly



Government 
AI Landscape 
in Mississippi

From Code for 

America

https://codeforamerica.org/explore/government-ai-landscape-assessment/
https://codeforamerica.org/explore/government-ai-landscape-assessment/


Google’s 
Gemini

AI is capable of more than 
basic text generation. Take 
Google Gemini as an 
example for what it can do:

Transcribe

Record

Read & Synthesize

Research

Generate Audio & Video



Generative AI Can Transcribe



My Notes Become Context



AI Transforms My Notes Into an Audio 
Overview

__AI Awakening_ Higher Ed's Urgent Quest for AI Literacy__.mp3

http://drive.google.com/file/d/1iFebozbmJ-RpplebM_UzNYvk5IGXcDU_/view


Generative AI can Code Practical 
Apps



Turning My Notes Into Digital Flash 
Cards



Transforming My Notes Into Video

AI_Awareness_in_Higher_Ed.mp4

http://drive.google.com/file/d/1pq2HNQEh8FDBx02_CypTXF1GxR-cLQWL/view


Demystify 
‘AI’

Let’ explore how neural 
networks function by 
playing Google’s Quick, 
Draw!

https://quickdraw.withgoogle.com/
https://quickdraw.withgoogle.com/


Using the 
SECURE 
Framework

Guidance about using AI in government 
or other sensitive industries is evolving. 
It’s hard to predict how technology will 
change and consider the needs of our 
own response will need to become fluid 
as well. Below is a framework that 
attempts to pin down certain evergreen 
principles for staff to consider before 
using an AI tool or system. It isn’t 
designed to be exhaustive. Rather, it is 
something to review, add to, and begin 
internalizing each time you consider 
engaging AI.

If the answer to 

a question is yes

. . .

If the answer to a 

question is no . . 

.

STOP

DO NOT USE 

AI

PROCEED

USE AI WITH 

CAUTION

SECURE Framework 

Document

https://docs.google.com/document/d/1hDPE1JmW66NGhYsrxTnanASvaBrAS-jgfP8H-xVSfXc/edit?usp=sharing
https://docs.google.com/document/d/1hDPE1JmW66NGhYsrxTnanASvaBrAS-jgfP8H-xVSfXc/edit?usp=sharing


S 
Security Credentials

E 
Ethical Use

C 
Confidential 
Information

U
Use of Personal 

Information

R
Rights 

Protection

E
Evaluation of 

Outputs

Are you entering 

information such as 

system login 

credentials (e.g. email 

passwords, key 

chains); API keys used 

for accessing external 

services; Private 

security tokens or 

encryption keys; or any 

credentials used to 

access internal 

systems that could 

compromise the 

security of an agency 

system or personal 
accounts if exposed?

Are you entering or 

generating 

information that may 

raise ethical 

concerns involving 

vulnerable groups; 

using undisclosed AI 

on a public or 

private audience; 

using AI to 

manipulate or 

coerce a response, 

or using the output 

to harass, harm, 

intimidate, breach 

policy or break the 
law?

Are you 

entering 

information 

which, if 

disclosed, could 

cause harm to 

the agency, 

state, or 

individuals, 

especially if 

involving 

external 

partnerships or 

proprietary 
information?

Are you entering 

personal 

information, such 

as names, social 

security numbers, 

emails, 

addresses of 

individuals? Are 

you entering 

other sensitive 

data, like health, 

tax, or law 

enforcement 
information?

Are you 

entering 

original works 

or creations 

protected by 

copyright, 

trademark, or 

patent law, into 

an AI system 

without 

permission 

from the 

copyright 
holder?

Are you using 

the output of 

GenAI without 

evaluating it to 

ensure it is 

accurate, 

reliable and 

unbiased, or 

using it in 

isolation to 

make decisions 

directly 

affecting 
individuals?

Adapted from Mark Bassett’s SECURE framework for staff

https://secureframework.ai/


AI Governance is Crucial  

• How is my organization monitoring enterprise adoption of gen AI, whether such 
use is sanctioned or unsanctioned?

• What are our protocols for continual risk assessment and monitoring as gen AI 
evolves and the organization’s approach matures?

• What are our guidelines for official and unofficial use of gen AI? Do we have 
plans to periodically refresh those guidelines based on experience and as 
technology advances? Levers may be as diverse as procurement guidelines, 
technology standards, and employee conduct policies, to name a few.

• Are we evolving the membership of this governance body to include expertise as 
needed and as adoption matures?

From McKinsey’s Deploying generative AI in US state governments: Pilot, scale, adopt

https://www.mckinsey.com/industries/public-sector/our-insights/deploying-generative-ai-in-us-state-governments-pilot-scale-adopt


Why Open 
Disclosure of AI 
Usage Matters

• Example AI Avatar: poses new possibilities for 
communication but also challenges public trust

AI Disclosure Label: This video was generated via 

HeyGen Lab’s URL to Video feature using my 

essay from The Chronicle Why We Should 

Normalize Open Disclosure of AI Use . The AI 

generated a short summary of the article. I then 

edited the script using my own language to fit the 

needs of this presentation.

Why We Should Normalize Open Disclosure of AI Use_0.mp4

https://app.heygen.com/labs
https://www.chronicle.com/article/why-we-should-normalize-open-disclosure-of-ai-use
https://www.chronicle.com/article/why-we-should-normalize-open-disclosure-of-ai-use
http://drive.google.com/file/d/1g1l808IYQ4E7wxquFnRS1xl4TKjKFyo4/view
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